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Introduction

Three Basic Questions for Calculating Conditional Power

For Continuous Monitoring, there are commonly three questions being
asked for futility:
@ No effect trend: After an interim look, if there is no effect for the rest
of the trial, will we reject?
@ Hypothetical trend: suppose we originally choose X% power, if that
trend continues, will we reject?
© Current trend: What if our observed value at n out of N subjects, will
we reject?
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Introduction

Conditional Power

@ Suppose X, ..., Xy follows the i.i.d. N(u,o?). Also, let X, and S, be the mean and sum
of Xi,..., Xy, respectively, where n=1,... N.

@ Now standardize X, as Z, = @ = % Also, let the total "information parameter”

be 0 = E[Z\] = @ Note that 6 is essentially the expectation of standardized statistic
Zy. For instance, if fi is an estimate of u, then the standardized statistic of /i is

s
Var(i)

@ The interest is to test the hypothesis:

Ho:p=0 Hy:p>0.

@ The conditional power CP(0) is defined as the probability of rejecting Hy when Hj is true
given an interim result.

cP(O) =

o

1—o Z1—a = /7 Zn VN — np
— — —
V. N
2o —\/7Zn N —n
o, 1
- M

- v m

where ®(-) denotes the cumulative probability of standard normal distribution N(0,1).
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Conditional Power Question 1: No Effect Trend

© No Effect Trend: If there is no effect for the rest of the trial (i.e.,
p = 0), will we reject?

—a ﬂZn
CP(gz\/NM:()):l_q) M

o N—n
N

@ So, if the conditional power CP() is below a pre-specified threshold
(e.g., 80%), then we may stop the trial.
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Conditional Power Question 2: Hypothetical Trend

e Hypothetical Trend: suppose we originally choose e.g., 90% power, if that trend continues, will we reject?

@ Note that under hypothetical trend, the power is pre-defined as 1 — 3, where 3 is type Il error.

Zl—a—wﬂzn N —n
P [ 0
N—n

1-p=1-— 2
\/7 N )
N
@ The above equation implies that

21—« Y, vz N—n

71 gt —F/—==—F—+ (2 (3)
/N—n /N N
N N
Hypothetical trend means at design stage n = 0. So, the above equation becomes

z_g+tz-a="0. (4)

Plug (4) into (2), we get the conditional power under hypothetical trend:

Zl—a*\/ﬁzn N—n

CPO=natn g =1-0 ——F2o— —\[ =" (@atag) | )

I'N—=
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Introduction

Conditional Power Question 3: Current Trend

© Current Trend: What if our observed value Z, at n, will we reject?

@ Given Z, = @ the current estimate of p is ji = f, so the estimated 0 is

0= @ = \/EZ,,. Thus, the conditional power in this case becomes

A e /22, -
cp (9:,/’\’2") 1R ViZ  [Non, ) (6)
n N—n n

N
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The Conditional Power based on B values

Conditional Power Based on B Values

° Notethatz,\,:\/5%(7:%(\/’\[Jr sy sn) <\/72n> (ZNf\/%Zn)
\/%Z,, and Zy — \/%Z,, are independent.

@ For simplicity, now let t = n/N, t € [0,1]. Also, define the B value at time t as
Bt = \/tZ;, where t € [0,1].
@ Note that By ~ N(t6,t). Also, the mean and variance of B; are given as follows.

I R e
o2
Var(B:) = Var( %jgg) NzVar(Sn):h:t. (8)

@ Conditional Distribution: Bi|B: ~ N(B: + (1 — t)0,1 — t).

E[Bi|B:] = E[B:+ B1 — Bt|B:]=B:+ (1 —1t)0, (9)
Var(B1|B:) = Var(B:+ B1 — B:|B:) = Var[B; — B{]=1—1t. (10)
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B Values Properties

Properties of B;:
@ The conditional power CP(0) based on B; is (could be derived from equation (1)).
Zl—a — Bt
CPO)=P|(Z> —————V1—-1t0), 11
0) =P (22 25222 - vi-w) (1)

where /1 — t0 is called drift parameter.
@ B: and By — B; are independent. Also, let t; < to, then Bt and By, — By, are

independent.
@ E[B:] =0t, Var(B:) =t.
@ Information fractions ti, to, . .., tx, the distribution of (Bt,, Bt,, . .., By, ) follow
multivariate normal distribution with variance-covariance matrix ¥ 1, where
tp tn tp -0 h
tn o b -0 b
Y= tp t t3 -0 3
[T N < . %

@ Proof of X7: WLOG, assume t; < to, it's enough to show the covariance of By and Bi,:
Cov(Bty,, Bt,) = Cov(Bt,, Bt, — Bt;) + Cov(Bt,, Bt;) = 0+ Var(B:1) = t1.
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The Conditional Power based on B values

Revisit the three clinical questions using B Values

Using the formula (11),
. _ _ Zi—_a—Bt
@ No effect trend: Under the null, CP(9 = 0) = P (Z > 2=2=F:).
@ Hypothetical trend:
CP(H =271+ Zl—beta) =P (Z > Zl%\/%ft — \/ﬁ(zl_a + 2175)>.

© current trend: given Z, = @ one can estimate 1 as ji = X, = f%

then estimate 0 as § = @ =4 = %. Then, the conditional power

s CP(O=0=B)=p (222228 T ¢E).
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The Conditional Power based on B values

Information Fraction t

The information fraction is essentially Fisher Information fraction. Suppose there is a
j.i.d. j.id.
two sample problem: Xi,..., Xy, "~ N(ux,0%) and Y1,..., Ym, "% N(uy,0%).

@ Hypothesis: Ho : ux = py vs Ha:pux > py.

. . Ko, —,
@ Construct standardized statistic Zy = ——=—"2__ where
Var(Xpy —Ym,)
Var(Xw, — Vi) = 2% + 2%
ar( My — Mz)_VlJrﬁz-

@ So the information fraction at n = m; + m» and 0 are

% 4oy _
t="T "™ and 0=E[B]=E[Zy] = LXEY (12)
X 4 %y 9% 4 9y
M + My My + My
1 2

@ Case 1: If 0% =02 =02 and My = M, then t = N

1 1

my M2

Case 2: If 0% = 0% = 0, then t =

1 1 -
T
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Interim Monitoring

Continuous Monitoring

@ Question: What happens if we monitor every patient?
Theorem 1: Under Hp,

P(B(t) > 21—a|Ho) = 2a. (13)

Theorem 1 says if one does continuous monitoring (e.g., monitor after enrolling
each patient), then the type | error will be inflated to 2a.

@ Theorem 2: Under H,,
P(B(t) > c|) = ®(0 — c) + exp (20¢c)®(—6 — ¢), where (14)

®(-) is the cumulative probability of standard normal. Note that continuous
monitoring is approximated by B; continuous time Brownian motion.
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Interim Monitoring

Continuous Monitoring Example

@ Assume that N = 4, then by Theorem 1,

P(B1 > 1.96 or B% > 1.96 or B% > 1.96 or B% >1.96) = 2 % 0.025.

1
ry
Also, noted that Z; = B:/+/t, the above corresponds to

1 2 3 4
P|2Zy >1.96/(/=orZ, >1.96/y/= or Z3 >1.96/1/= or Zy >1.96/1/- | =2 0.025.
i 4 i 4 z 4 2 4

@ This implies that the B critical value boundaries are always the same, comparing
to the decreasing Z critical value boundaries.
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Interim Monitoring

a-spending function

@ A spending function is a function « * (t), t € [0, 1] which is non-decreasing
satisfying *(0) = 0 and a*(1) = a.

@ O’'Brien-Fleming boundary (very conservative boundary):

a*(t) =2 <1—¢ (L\/‘%/z))

@ Pocock boundary (anti-conservative boundary):
a"(t) = alog(1+ (e — 1)t).

Of note, the Pocock a-spending function is an approximate of the real Pocock
boundary, when sample size is small, the boundaries have little difference. The
idea of Pocock boundary assumes equal Z value at each interim look.
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Interim Monitoring

a-spending function O'Brien-Fleming boundary example

@ Suppose there are 1000 patients and we monitor after enrolling each 250 patients. So there are 4 looks in total. Also,

Z;
pre-define o = 0.025. Also, suppose we use O'Brien-Fleming boundary: o™ (t) = 2 (1 — (%)) .

@ After 1st look, the total spent type | error is a(t = %) =2 (1 — (\2/12%)) = 7.464 % 1070,

@ The critical B value b; is determined as P(By 4 > by) = 7.464 10~°, where By /4 ~ N(0,1/4), so by = 2.165.
(Use the fact By ~ N(6t, t)). Under the Hy, 6 =0, so By /4 ~ N(0, %) R code: qnorm(7.464* 105, mean = 0, sd
= 1/2, lower.tail = FALSE)). For the critical Z value determination in the 1st look, note that

P(Byjq > by) = P(\/ 2% Zoso > by1) = P(Zaso > 2by). So 21 = 2by = 2+ 2.165 = 4.33.

@ After 2nd look, the total spent type | error is ca(t = %) =2 (1 — (\2/%)) = 1.536 103, So the type |
error spent between 1st and 2nd interim look is 1.536 * 1073 — 7.464 % 1076 = 1.528 1073,

@ The critical B value by for the 2nd look is determined such that P(By/q < by and By /5 > by) = 1.528 1073, Note
that from previous step, by = 2.165. so the critical Z value is zp = v/2by = 2.09 = 2.96.

@ Continue this procedure, for the 3rd look, a*(t = 3/4) = 2 * (1 — ®(2.24/+/3/4)) = 0.009695,

P(B3/4 > b3) = 0.009695, where B3/, ~ N(0,3/4), so bg = 2.02. The critical Z value is z3 = \/gb3 = 2.33.

@ For the final look, (1) = 2(1 — (2.24//4/4)) = 0.025. P(By/4 > bs) = 0.025, where By /4 ~ N(0,4/4), so

by = 1.96. z3 = 2,+/1000/1000 = 1.96.
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Futility

We use B values to do the analysis.

Note that B; = v/tZ; ~ N(0t,t). Let § = Bt (current trend), it follows that
0~ (0,). Let U: = By — By, then U ~ N(O(1 — t),1 — t).

Notation: t is the information fraction at the interim inspection, 6, denotes the
drift parameter for the distribution of data up to time t, ¢ denotes the drift
parameter for the distribution of data after time ¢ (unobserved).

E[Bi|B:,0F] = E[B: + B1 — B|B:,0F] = B: + 0(1 — t) = tO + 0£(1 — t);
var(Bl|Bt,9F) = Var(Bt + Bl — Bt|Bt70F) =0 + 1—-t=1-1t.

So Bi|B:,0F ~ N(t0 4 0p(1 — t),1 — t).

The conditional power at time t is

CP(t,0F) = P(BL > z1_al0F, Bt)
_ P(Bl—té—9fr(1—t)>zl_a—té—9,:(1—t)>
VI—t - VvI—t
_ P<Zzzl,a—té—0,,—(1—t))
V-t
_ ®<té+9;:(l—t)—zl_a)
VI—t
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Futility (Contd.)

@ Denote the conditional power random variable Zcp(t,0f) = %. Note

that the randomness of Zcp(t,0F) is a random variable comes from 4.
@ The expectation of Zcp(t,0F) is

E[Zcp(t, 0[__)] —F [t9+9F(IIi):Zl_Q} _ t9/+0,c(1177t)tle_a.

@ The variance is Var[Zcp(t,0F)] = Var (%) = Var (\/’%) = .

@ Thus, the distribution of conditional power random variable Zcp(t,0F) is

(15)

Zeo(t,08) ~ N (t01 +0r(l—t)—z1_a t ) .

1—¢ 1t
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Probability of Stopping (due to Futility)

@ Suppose at time t, we stop for futility (due to low conditional power):
CP(t,0F) < c;.. So the probability of stopping is
P = P(CP(t,0F) < c)
= P(Zep(t,06) < 07 Na)
= P(Zcp(t,0F) < z)
_ 5 <ZCP(ta 0F) — E[Zcp(t, 0F)] <= E[Zcp(t, 9F))

V/Var(Zcp(t, 0F))  V\Var(Zcp(t, 0F))

5 t0)+0F(1—t)—2z; _ o
R A2 Gl s B
- P (z < 1=t ) by (15)

- _t
-t

b — 0t
= d)(L\[I), where by =z V1 —t—0p(l —t)+2z1_¢-
t

@ by, a function of ¢, through z; = ®7*(c;), is the early stopping boundary based on
B value,
@ Case 1. If there's no effect, O =0, then by = z1\/1 — t + z1_q.

@ Case 2. For hypothetical trend, 0 = z1_o + z1—3, then
by =zv/1—1t— (21_a + 21,5)(1 — t) + zZ1—a-
@ Case 3. For current trend, O = 6 = B:/t, then by = z;/1—t — Btl—:t + Zi_q-

Conditional Power Based Group Sequential D June 19, 2025 17 /23



Error Probabilities: Type Il Error One-Sided

A type Il error is committed if under the alternative hypothesis H,, we stop for futility.
Type Il Error One-Sided Version:

B = P(Type ll error) = P(By < z1—a|Ha)
= P(Stop for futility at t and fail to reject Hp at final|H,)
+ P(Do not stop for futility at t and fail to reject Hp at final|H,)
= P(B:< b NB1<zi_q|Hs)+ P(B: > by N B1 < zi—n|Ha)
= P(B:<bNBi <zi—o|Hs)+ P((B: > br|0)) N (B1 — Bt < zi—o — Bt|0F))
= P(B: < bi|Ha) + P((B: > b.|0)) N (Ur < zi—o — Bt|0F))

by — 0t
= o (2) + P ((Bt > by|0))) P((Us < 21— — Bt|0F)) As B and Uy are indep

Vit
bL—QIt) /°° /Zl—a*b
= o —2L f(b,0 ,0F)dbdu, wh
F(b,6;) £ N(O7t,t) and g(u,0F) < N(OF(1 — £),1 — 1).
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Error Probabilities: Type Il Error: Two-Sided

@ Two-sided version:

_ oo Zi—a/2—b
g = ¢(M)+/ F(b,6)) g(u,0¢)dbdu, where
Vit by —Z1_q/2—b

f(b,0;) < N(O7t,t) and g(u, 0F) < N(Op(1 — t),1 — t).

u—0g(1—t) and v = b— e,t S
A=t Yy = Jt o,

@ Now do variable changes, let x = it

zy_ a/2 b— 0,_—1 t)

@ bL 9,: S(x)dxdy
Vi b — glt —z_ a/2_b 0p(1—t)
[o.¢]
Zl—a/27b79F(17t)> (7217a/2*b*9p(1*f))]
® ) dy,
A_eltw)[ < — — y

NG

iy
I

where ¢(+) is the standard normal pdf.
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Error Probabilities: Type | Error Two-Sided

Type | error is calculated as follows.

P(Type lerror) = P(B1 > z1_q/2 or Bi < —z1_4/2|Ho)
= P(Stop for futility at t and reject Hp at final|Hp)
+ P(Do not stop for futility at t and reject Hp at final|Hp)
= 2P(B:t < by N B1 > z1_q2|Ho) +2P (B: > by N By > z1_4 2| Ho)
— 0+2P (B> bi|Bi— B>z o/ Br)
= 2P(Bt > bL|9/ :O)P(Ut >217a/2_Bt|9F:0)
oo oo
- 2/ F(b, 0)/ g(u,0)dbdu
Z-

1—a/2—b

= L/\f/l e X\/ ¢ (y)P(x)dydx
2 1—o W)) B(x)dx.
/bL/ﬁ ( ( viTe
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Study Design through Error Probabilities

Question: Suppose fixed error rate, | want a final critical value zg, under what z¢ | can achieve
a = 0.057

@ Recall from type | error calculation:

oo oo
P(Type | error) = 2/ f(b, 0)/ g(u, 0)dudb. (16)
by zp—b
To answer the question, we can iterate over values of zg until o = 0.05.

@ We can even simultaneously find a stopping value b; and a critical value zg such that
a = ap (ap is designed &) and 8 = BincreaseSp. then we loop through (zg, by ): outside
loop increase by until 6 > Bincrease3D, inside loop decrease zr until a = ap.
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Error Probabilities

Backup Slides: Conditional Power Derivation

@ The conditional power CP(#) is defined as the probability of rejecting
Ho when H, is true given an interim result.

CP(O) = P(Zy 2 z1-alHas Zn)

P 25,, +SN—Sn
N /no vVNo

N—n Sy —Sp n
> 21 — 1\ —ZnlHas Zp
N /N —no N

= Sh o (W= e >\ (Ea - 2zn)fuuwra,zn)
\/ —_ o

o
n
1—a — i Zn N —n
- P(Z> VT “Ha,zn)
-
N Zn

> 71— o |Ha, Zn>

= P

= P

o

n
e ]
N,Vn o
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End

End
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